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Rational least squares fitting
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Rational least squares fitting

Given the data (), f-)szl find a rational function r,, = Pm such that

o T
N
Z |f: — r(N)]> — min.
j=1
Example:
Ay A o A=diag(}))
@ given sampling o F =diag(f}) = f(A)
frequencies ob=11,..., 1}7
fi = £(A))
° avalla.ble transfer ST 1F = () = [1F(A)b = r(A)b 13
function measurements =1 ~——

€9Qm+1(Ab)
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@ Rational Krylov spaces
@ Rational Arnoldi decomposition
@ Pole reallocation

© Rational least squares approximation
o RKFIT
@ Numerical experiments

@ A Rational Krylov Toolbox for MATLAB

© Summary
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@ Rational Krylov spaces
@ Rational Arnoldi decomposition
@ Pole reallocation
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Rational Krylov spaces

e Throughout the talk A CV" ve C" and q,, € P,,.
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Rational Krylov spaces

e Throughout the talk A CV" ve C" and q,, € P,,.
@ Rational Krylov space

Qm+1(A7 v, qm) = qm(A)illCm—l-l(A? V)'

A Vi Km = Vi %

o R\/m_H - Qm+1(A7V> qm)

° (ﬂ,&) unreduced upper-Hessenberg (m + 1) x m pencil and
such that {h; 1 ;/k;,1,};21 are the roots of gq,,, i.e., the poles
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Pole reallocation is achieved by replacing the starting vector

For any nonzero g, € P,, with roots disjoint from A(A) there holds

Qm+1(A7 v, qm) = Qm+l(A7 ZJ’m(A)qm(A)ilvy ZIym)
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Pole reallocation is achieved by replacing the starting vector

For any nonzero g, € P,, with roots disjoint from A(A) there holds

Qm+l(A7 v, qm) = Qm+1(A7 ém(A)qm(A)ilvy Z?m)

New starting vector v = g,(
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Pole reallocation is achieved by replacing the starting vector

For any nonzero g, € P,, with roots disjoint from A(A) there holds

Qm+1(A7 v, qm) = Qm+1(A7 ém(A)qm(A)ilvy Z?m)

New starting vector ¥ = §,,(A)gm(A) ‘v = V,,.1c,c # 0.

o Take nonsingular P € C(™D*(m+D) gych that Pe, = c.

A Vm+1 K - Vm+1

NIEN
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Pole reallocation is achieved by replacing the starting vector

For any nonzero g, € P,, with roots disjoint from A(A) there holds

Qm+1(A7 v, qm) = Qm+1(A7 ém(A)qm(A)ilvy Z?m)

New starting vector ¥ = §,,(A)gm(A) ‘v = V,,.1c,c # 0.

o Take nonsingular P € C(™D*(m+D) gych that Pe, = c.
© A(Vini1P) (P™ Kn) = (VinsiaP) (P~ Hur)

~ ~

A Vm+1 m — Vm+1 m
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Pole reallocation is achieved by replacing the starting vector

For any nonzero g, € P,, with roots disjoint from A(A) there holds

Qm+1(A7 v, qm) = Qm+1(A7 ém(A)qm(A)ilvy Z?m)

New starting vector ¥ = §,,(A)gm(A) ‘v = V,,.1c,c # 0.

o Take nonsingular P € C(™D*(m+D) gych that Pe, = c.
0 A(Vpi1P)(PKy) = (Vs P) (P H,)

@ QZ on the lower m x m part to obtain AV +1K = Vm+1ﬂ-

A /\7m+1 R - Am—i—l H
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Pole reallocation is achieved by replacing the starting vector

For any nonzero g, € P,, with roots disjoint from A(A) there holds
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© Rational least squares approximation
o RKFIT
@ Numerical experiments

@ A Rational Krylov Toolbox for MATLAB
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Rational least squares fitting

Given
o {AF} cC"" anda
@ unit 2-norm vector v € CN,

we consider the following rational least squares problem.

Find a rational function r,, = D type (m, m) such that
dm

||Fv — rm(A)v||§ — min.
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Rational Krylov Fitting (RKFIT) for ||Fv — r,,(A)v||53 — min
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Rational Krylov Fitting (RKFIT) for ||Fv — r,,(A)v||53 — min

Take initial guess g,, and iterate the following.
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Rational Krylov Fitting (RKFIT) for ||Fv — r,,(A)v||53 — min

Take initial guess g,, and iterate the following.

@ Compute orthonormal basis V,,; for Q.1 = Q. 1(A Vv, q)-
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Rational Krylov Fitting (RKFIT) for ||Fv — r,,(A)v||53 — min

Take initial guess g,, and iterate the following.

@ Compute orthonormal basis V,,; for Q.1 = Q.. .1(A, Vv, q,).

@ Solve the following linear problem.

Findvv e Q, .1 s.t. FVis best approximated by an element of Qm+1-J

v = argmin ||(/ = Vi1 Vini1) FYll2
Y=Vmi1€
llyll2=1
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Rational Krylov Fitting (RKFIT) for ||Fv — r,,(A)v||53 — min

Take initial guess g,, and iterate the following.

@ Compute orthonormal basis V,,; for Q.1 = Q.. .1(A, Vv, q,).

@ Solve the following linear problem.

Findvv e Q, .1 s.t. FVis best approximated by an element of Qm+1-J

v = argmin ||(/ = Vi1 Vini1) FYll2
Y=Vmi1€
llyll2=1

Compute the SVD of FV,,. 1 — V.1 (Vi 1 FVois)-
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Rational Krylov Fitting (RKFIT) for ||Fv — r,,(A)v||53 — min

Take initial guess g,, and iterate the following.

@ Compute orthonormal basis V,,; for Q.1 = Q.. .1(A, Vv, q,).

@ Solve the following linear problem.

Findvv e Q, .1 s.t. FVis best approximated by an element of Qm+1-J

v = argmin |[(/ — Vipi1 Vi) FYll2
y:Vm+1c
llyll=1
Compute the SVD of FV,, Vi1 (Vi1 FVi1).

© Set g, := G, where §,, is such that ¥ = §,,(A)q,,(A) 'v.
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Rational Krylov Fitting (RKFIT) for ||Fv — r,,(A)v||53 — min

Take initial guess g,, and iterate the following.

@ Compute orthonormal basis V,,; for Q.1 = Q.. .1(A, Vv, q,).

@ Solve the following linear problem.

Findvv e Q, .1 s.t. FVis best approximated by an element of Qm+1-J

v = argmin |[(/ — Vipi1 Vi) FYll2
y:Vm+1c
llyll=1
Compute the SVD of FV,, Vi1 (Vi1 FVi1).

© Set g, := G, where §,, is such that ¥ = §,,(A)q,,(A) 'v.

Approximate solution r,, is given implicitly as
rm(AVv =V, 1V, 1 Fv, where RV, = Q,.1(A v, q,).
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Fitting an artificial frequency response

e f is a (19,18) rational function, f(z) = f(z)
e N =200

elative error

T

(=)
(3]

4 6 8 10
2/10% iteration

1= [Iogspace(3,5,9), logspace(3,5,9) ]
[logspace(6, 9, 12), logspace(6,9, 12)]
(00, ..., 00],|=3] = 18

2
3
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Exponential of a nonnormal matrix, | exp(A)v — r,,(A)v|j3 — min

e A= —b5grcar(100,3)
e F =f(A), with f =exp, and v = [1 1]T

10716 10~ 10°

—e— RKFIT, Z;
—a— RKFIT, =,

10~ —a— RKFIT, =3

imag(z)
relative error

1079

1074

iteration

® =, =repmat(0, 1,16)
® =, = repmat(—10,1, 16)
@ =; =repmat(oco, 1,16)
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A Rational Krylov Toolbox for MATLAB

N = 100;
A = -5xgallery('grcar',N,3);
v = ones(N,1);

F = expm(A); exact = Fx*v;
poles = inf*xones(1, 16);

for iter = 1:3

[poles,ratfun ,misfit]

rel_misfit

disp(sprintf('iter %d:
end

misfit/norm(exact);

rkfit (F,A,v,poles, 'real');

%he',[iter rel_misfit]))

iter 1: 1.814195e-11
iter 2: 6.863362e-13
iter 3: 6.843369e-13
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© Summary
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@ Introduced RKFIT. Based on
o discrete orthogonal rational functions, and
e pole reallocation within Q.. 1(A, Vv, q,,)-
@ Observed better numerical stability than VFIT.
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http://guettel.com/rktoolbox/

Summary

@ Introduced RKFIT. Based on
o discrete orthogonal rational functions, and
e pole reallocation within Q.. 1(A,Vv, q,).
@ Observed better numerical stability than VFIT.
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